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FIG. 2
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BINARY DATA CLASSIFICATION METHOD,
BINARY DATA CLASSIFICATION DEVICE,
COMPUTER PROGRAM, AND STORAGE
MEDIUM

TECHNICAL FIELD

[0001] The present invention relates to a data classification
method, adata classification device, a computer program, and
a storage medium, which can classify binary data into two
classes by using a polynomial function having a small number
of terms.

BACKGROUND ART

[0002] A data classification method for classifying dataina
database having a large quantity of information into a plural-
ity of classes is becoming an essential art for information
processing in recent years.

[0003] As for classification of certain data, the data can
rarely be classified clearly, so that a method is proposed in
which learning is carried out by using data for learning, which
has been accurately classified in advance, and classification is
carried out on the basis of the learning result. For example,
supervised learning to automatically learn how to classify the
data from data for learning, of which correct answer has been
known in advance, a learning method using a kernel function
such as a support vector machine has been known (for
example, refer to Patent Document 1).

[0004] [Patent Document 1] Japanese Patent Application
Laid-Open No. 2000-293502

DISCLOSURE OF-THE INVENTION
Problems to be Solved by the Invention

[0005] As akernel function, one using an inner product is a
main stream, however, it has been known that it takes a much
longer time for classification as compared to other conven-
tional methods in the case of using an inner product. This is
because so many calculations of inner product in the range of
several thousands to several hundred thousands are necessary
for classification of one data.

[0006] Onthe other hand, in atwo-class classification prob-
lem to classify the given data into two classes, a polynomial
function is used in many cases. By setting a threshold in
advance and assigning the polynomial function with the given
data, a value of this polynomial function is obtained, and by
checking a magnitude relation with the threshold, it is capable
of classifying the data into two classes.

[0007] However, in a field of a neural network or the like,
there is such a problem that the number of monomials con-
stituting polynomial functions to be set is significantly
increased and a high-capacity memory and ahigh-speed com-
puting device are needed.

[0008] The present invention has been made taking the
foregoing problems into consideration and an object thereof
is to provide a data classification method, a data classification
device, a computer program, and a storage medium, which
can provide an upper limit to the number of monomials’
necessary for solving a two-class classification problem by
setting a polynomial function having the number of terms
fewer than 3x2”~2 in order to classify the binary data into two
classes.

Means for Solving the Problems

[0009] A firstaspect ofthe present invention provides a data
classification method comprising: setting a function to define
binary data made of n pieces (1 is an integer number not less
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than 2) of elements as an input value; computing the value of
the function by substituting the set function with respective
elements of the given binary data; and carrying out classifi-
cation of the binary data on the basis of the value of the
computed function; wherein a polynomial function, the num-
ber of whose monomials for classifying the binary data into
two classes is less than 3x2772, is set.

[0010] A second aspect of present invention provides a data
classification method, wherein binary data, each element of
which has avalue of 1 or 1, is used as data to be classified, and
arow vector a that satisfies diag(D")a>0 is computed, where
the column vector comprising the coefficient of each mono-
mial of said polynomial function to be set is a, the matrix
determined on the basis of the combination of values said
respective monomials can take is D", and when binary data is
given, the row vector comprising the values of the classes into
which said binary data is classified is y.

[0011] A third aspect of present invention provides a data
classification device for setting a function to define binary
data made of n pieces (n is an integer number not less than 2)
of elements as an input value; computing the value of the
function by substituting the set function with respective ele-
ments of the given binary data; and carrying out classification
of the binary data on the basis of the value of the computed
function; comprising means for setting a polynomial func-
tion, the number of whose monomials for classifying said
binary data into two classes is less than 3x2"2,

[0012] A fourth aspect of present invention provides a data
classification device, comprising means for accepting binary
data in which a value of each element is 1 or -1 and means for
computing a row vector a that satisfies diag(D")a>0, where
the column vector comprising the coefficient of each mono-
mial of said polynomial function to be set is a, the matrix
determined on the basis of the combination of values said
respective monomials can take is D", and when binary data is
given, the row vector comprising the values of the classes into
which said binary data is classified is y.

[0013] A fifth aspect of the present invention provides a
computer program, which allows a computer to set a function
to define binary data made of n pieces (n is an integer number
not less than 2) of elements as an input value; and to compute
the value of the function by substituting the set function with
respective elements of the given binary data; and to carry out
classification of the binary data on the basis of the value of the
computed function; comprising a step of allowing the com-
puter to set a polynomial function, the number of whose
monomials for classifying the binary data into two classes is
less than 3x2"2.

[0014] A sixth aspect of the present invention provides a
computer program, comprising a step of allowing the com-
puter to compute a row vector a that satisfies diag(D")a>0,
where the column vector comprising the coefficient of each
monomial of said polynomial function to be set is a, the
matrix determined on the basis of the combination of values
said respective monomials can take is D", and when binary
data is given, the row vector comprising the values of the
classes into which said binary data is classified is y.

[0015] A seventh aspect of the present invention provides a
computer readable storage medium storing a computer pro-
gram which allows a computer to set a function to define
binary data made of n pieces (n is an integer number not less
than 2) of elements as an input value; and to compute the
value of the function by substituting the set function with the
respective elements of the given binary data; and to carry out
classification of the binary data on the basis of the value of the
computed function; wherein the storage medium stores a
computer program, comprising a step of allowing the com-
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puter to set a polynomial function, the number of whose
monomials for classifying the binary data into two classes is
less than 3x2" 2.

[0016] A eighth aspect of the present invention provides a
computer readable storage medium storing a computer pro-
gram, wherein the storage medium stores a computer pro-
gram, comprising a step of allowing the computer to compute
a row vector a that satisfies diag(D")a>0, where the column
vector comprising the coefficient of each monomial of said
polynomial function to be set is a, the matrix determined on
the basis of the combination of values said respective mono-
mials can take is D”, and when binary data is given, the row
vector comprising the values of the classes into which said
binary data is classified is y.

[0017] In the first, third, fifth and seventh inventions, the
number of monomials necessary to solve the two-class clas-
sification problem is decreased because a function for use in
classifying the binary data into two classes is set to be a
polynomial function having terms in a number fewer than
3x2"2,

[0018] In the second, fourth, sixth and eighth inventions,
respective coefficients of a polynomial function to be set are
represented by a column vector a=[ag, a,, . . .,a,,]* (m=2"-1),
and under the condition of diag(y)D"a>0, the column vector a
is obtained, so that atleast ¥4 of elements of the column vector
a becomes zero.

EFFECTS OF THE INVENTION

[0019] According to the first, third, fifth and seventh inven-
tions, as a criterion for classifying the binary data into two
classes, a polynomial function is used, and further, the num-
ber of terms is setto be fewer than 3x2"~2, Generally, by using
a polynomial function made of 3x2" pieces of monomials,
any type of two-class classification problem can be solved.
However, in the present invention, a polynomial function can
be set by using monomials fewer than 3x2"~2, Therefore,
even in the case of solving a large problem, it is possible to
reduce a memory to be used and improve a computing speed.
[0020] According to the second, fourth, sixth and eighth
inventions, respective coefficients of a polynomial function to
be set are represented by a column vector a=[ag. a, .. ., a,,]7,
and the column vector a is obtained under the condition of
diag(y)D"a>0, so that at least ¥4 of elements of the column
vector a becomes zero. Accordingly, the number of terms of
the polynomial function can be decreased to be fewer than
2"%_ and even in the case of solving a large problem, it is
possible to reduce a memory to be used and improve a com-
puting speed.

BRIEF DESCRIPTION OF THE DRAWINGS

[0021] FIG.1is a block diagram showing an internal con-
stitution of a data classification device according to the
present invention.

[0022] FIG. 2 is a flow chart for explaining a procedure of
a processing to be carried out by an information processing
apparatus for obtaining a polynomial function.

[0023] FIG. 3 is a flow chart for explaining a procedure of
a processing to be carried out by an information processing
apparatus for obtaining a polynomial function.

[0024] FIG. 4 is a diagram for showing an example of a
class classification problem.

[03025] FIG. 5 is a diagram showing elements of a matrix
D

[0026] FIG. 6 is a diagram showing a divided matrix D?.
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[0027] FIG. 7 is a block diagram showing an internal con-
stitution of an image recognition apparatus according to the
present invention.

[0028] FIG. 8 is a flow chart for explaining a procedure of
a processing to be carried out by the image recognition appa-
ratus.

[0029] FIG. 9 is a pattern diagram showing an example of
image data to be obtained by the image recognition apparatus.
[0030] FIG. 10 is a pattern diagram showing an example of
an image to be prepared as learning data.

[0031] FIG. 11 is a pattern diagram showing test data.

EXPLANATION OF THE REFERENCE
NUMERALS

[0032] 100: information processing apparatus
[0033] 101: CPU

[0034] 102: ROM

[0035] 103: RAM

[0036] 104: storing device

[0037] 105: input and output-IF

[0038] 106: keyboard

[0039] 107: monitor

[0040] 108: auxiliary storage device

[0041] 110: storage medium

BEST MODE FOR CARRYING OUT THE
INVENTION

[0042] Hereinafter, the present invention will be specifi-
cally described with reference to the drawings showing the
embodiment thereof.

First Embodiment

[0043] FIG. 1 is a block diagram showing an internal con-
stitution of a data classification device according to the
present invention. The data classification device according to
the present invention is realized by an information processing
apparatus 100 such as a personal computer and a work station.
The information processing apparatus 100 is provided with a
CPU 101 as acomputing device, and hardware such as a ROM
102,2a RAM 103, a storage device 104, an input and output IF
105, and an auxiliary storage device 108 are connected to this
CPU 101 via a bus 109.

[0044] 1In the ROM 102, a control program for controlling
the operation of various hardware connected to the bus 109 is
stored. The CPU 101 loads and executes this control program
on the RAM 103 to control the operation of the entire hard-
ware.

[0045] The storage device 104 is provided with a hard disc
drive to store a computer program for realizing the data clas-
sification method ofthe present invention and the data needed
for executing this computer program or the like.

[0046] Totheinput and output IF 105, akeyboard 106 as the
input device and a monitor 107 as an output device are con-
nected. The information processing apparatus 100 accepts the
data as a classification object and an activation start instruc-
tion of the above-described computer program or the like
through the kevboard 106. In addition, the information pro-
cessing apparatus 100 displays a parameter inputted through
the keyboard 106, and a classification result, which is a com-
putation result of the above-described computer program, or
the like on the monitor 107.

[0047] Further, the above-described computer program is
not necessarily preinstalled in the storage device 104 and may
be provided by a storage medium 110 such as an FD, a
CD-ROM, and aDVD. Therefore, the information processing
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apparatus 100 is provided with the auxiliary storage device
108 such as an FD drive, a CD-ROM drive, and a DVD drive
for reading a computer program from the storage medium
110, in which the computer program is stored. The computer
program read by the auxiliary storage device 108 is stored in
the storage device 104. The CPU 101 allows the information
processing apparatus 100 to operate as a data classification
device according to the present invention by loading and
executing the above-described computer program from the
storage device 104 on the RAM 103 as needed.

[0048] According to the present embodiment, through the
computing processing by means of the information process-
ing apparatus 100, a two-class classification problem to be
described below will be solved. The two-class classification
problem is given by C=(S8*, S7). Here, S* and S~ satisfy
S*c{-1,1}"and S = {-1, 1}", and they represent different
classes from each other. An expression of f(x):{-1,1}"—=R (R
is a real number) becomes a solution for C, in which f(x)>0 is
established to any x that satisfies xeS*, and f{x)<0 is estab-
lished that satisfies X to satisfy xeS~.

[0049] According to the present embodiment, as a solution
of'atwo-class classification problem, a polynomial function p
(Xps Xy - - -, X,,_; ) 15 obtained. The polynomial function p (x,,
Xy, ..., X, ;) will be given by the following expression.

[Expression 1]

21
P(Xgs Xpy oee 5 Xyg) = E ail_[xk
o keSi

[0050] Here,S,={0,1,...,n-1} is established, and x,>=1
is established to all i. Each term of a polynomial function p

(Xps Xy, - - - X,,_; ) excluding a coefficient a, is referred to as a
monomial.
[0051] Next, indexing ofa monomial with a combination of

terms is defined. A function K(m) will be defined by the
following expression.

K(m) = K( xk] =1+ Z 2¢ [Expression 2]
keS;

kes;

[0052] Inthis case, the function K(m) expresses one-to-one
mapping between a set of monomials and {1, 2, ..., 2"}
Therefore, indexing to a monomial is expressed by the fol-
lowing expression:

m; = ]_[ e j= K(H Xk] [Expression 3]

kes; keS;

[0053] In addition, a coefficient m, is identified as a coeffi-
cient a,. Through to this indexing, the polynomial function p
is expressed by the following expression with a vector nota-
tion.

PG, Ry J=lg, s A y) [Expression 4]
[0054] In this case, the computing of the polynomial func-
tion p is internally given by the following expression.

) T _—
(@, - - 3y )Mo, - . ., M) leso,. . mpp) [Expression 5]
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[0055] Next, the polynomial function p is formulated by
using a matrix.

DEoX1s - o, Ry )=+ XX+ X X F . .+,

X,y e X [Expression 6]
d=(m, ..., Mo Dliyg, . . xn-1)

a=faga,, ..., ay* [Expression 6]

[0056] In this case, D", expresses an influence of the poly-
nomial function p on {-1, 1}". Here, D" is a matrix of 2"x2"
and this is given by the following expression:

D=

do l [Expression 7]

iy

[0057] Here, D" is referred to as a substitution matrix of an
order n, and D", is a matrix expression of the polynomial
function p. For example, the substitution matrix of the second
order can be expressed as follows:

DiXo, X1) = ag + a1 Xo + apX; +azxxy on {-1, 1P [Expression 8]

+1 +1 +1 +17a

pli-1, 11 = =

(

+1 -1 +1 -1|| g pl-1,+1)
+1 +1 -1 -1 || & (
(

+1 =1 =1 +1las] |p(=1,-1)

[0058] Inatwo-class classification problem C=(S*,S_), the
column of the matrix D" is divided into D+” and D-" so as to
satisfy a condition of D+n >0, D-"_>0. Here, a=[a,, a,, . . .,
a,,)7eR" is a coefficient of the polynomial function p.

. ion 9
1 it e ) [Expression 9]

N
where, y; = .
) {+1 if ie y(57)

yn

[0059] When the expression 9 is defined, the two-class
classification problem C is equal to obtaining a vector a=[a,,,
a,,...,a,]"eR" so that YD"a>0 is established.

[0060] Next, a specific algorithm will be described. Each of
FIG. 2 and F1G. 3 is a flow chart for explaining a procedure of
a processing to be carried out by the information processing
apparatus 100 for obtaining a polynomial function. As
described above, any two-class classification problem can be
expressed by diag(y)D"z>0. Here, ye{-1, 1}" is established,
and a vector z is a column vector to give a coefficient of a
monomial constituting a polynomial function to be obtained.
[0061] First, the CPU 101 of the information processing
apparatus 100 divides the above-described inequality expres-
sion into two parts (step S1). In other words, diag(y)D"z>0is
expressed as follows:
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do do [Expression 10]

YN dont dynt |[x
dia o [ } >0
yd do do 7

-1 dyn-1

[0062] Next, the CPU 101 initializes matrixes F and G, and
respective rows of d,, d,, .. ., d,, (m=2"-1) are distributed as
follows (step S2). In other words, in the case of (v, ,, v,,)=(+1,
+1), d, is added to the matrix F, and in the case of (y,,,
v,0)=(-1, =1), =d, is added to the matrix F. In addition, in the
case of (y,,, v,.)=(+1, -1), d, is added to the matrix G, and in
the case of (y,,,, v;,)=(~1, +1), =d, is added to the matrix G.

[0063] Next, the CPU 101 compares the number of rows
constituting the matrix F and the matrix G to determine if the
number of rows r(G) constituting the matrix G is not less than
r(G), which is the number of rows constituting the matrix F, or
not (step S3).

[0064] Inthe case that the number of rows constituting each
of the matrix F and the matrix G satisfies 1(G)=r(F) (S3:
YES), the following processing will be carried out. First, the
CPU 101 obtains a sum f of the rows constituting the matrix
F (step S4). In addition, the row reduced Echelon form of G
(G') to be obtained by reducing the matrix G is obtained (step
S5). Consequently, a first nonzero element that appears in the
ith row of the matrix G' is determined to be a column index i,
(step S6). Further, v and f§ are given by the following expres-
sion:

v= -f. G [Expression 11]
t:lZ}(G)
ﬁ — Zf(nflvaT
[0065] Then, the CPU 101 checks each element 3, of , and

determines if each element f3, is not more than 0 or not (step
S7). If the CPU101 determines that the value of f3; is not more
than 0 (87: YES), the CPU 101 calculates y,=1-f, and may set
v, at 1 (step S8). In addition, when the CPU101 determines
that the value of f, is larger than 0 (S7: NO), the CPU 101 sets
v, at | and calculates y,'=1+f, (step S9).

[0066] Inthiscase, the CPU 101 gives a vector z expressing
respective coeflicients of the polynomial function by the fol-
lowing expression: (step S10)

=[frv(+7]G [Expression 12]

[0067] Here, the CPU 101 ends the computation by the
present routine.
[0068] On the other hand, in the case that the number of

rows constituting each of the matrix F and the matrix G
satisfies r(G)<r(F) (S3: NO), the following processing will be
carried out. First, the CPU 101 obtains a sum g of the rows to
constitute the matrix G (step S11). In addition, the row
reduced Echelon form of F () to be obtained by reducing the
matrix F is obtained (step S12). Consequently, a first nonzero
element that appears in the ith row of the matrix F' is deter-
mined to be a column index i, (step S13). Further, v and {3 are
given by the following expression:
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[Expression 13]

V= Z -8 Ff

[0069] Then, the CPU 101 checks each element 3, 0f . and
determines if each element f3, is not more than 0 or not (step
S14). If the CPU101 determines that the value of B, is not
more than 0 (S14: YES), the CPU 101 calculates a,=1-f3, and
sets o' at 1 (step 315). In addition, when the CPU101 deter-
mines that the value of f§, is larger than 0 (S14: NO), the CPU
101 sets o, at 1 and calculates o,'=1+f; (step S16).

[0070] Inthis case, the CPU 101 gives a vector z expressing
respective coeflicients of the polynomial function by the fol-
lowing expression: (step S17)

z=[(a+a)Eg+v]

[0071] Here, the CPU 101 ends the computation by the
present routine.

[0072] A computation result of this algorithm, namely, z
satisfies the above-described inequality expression diag(y)
D"z>0 and gives a solution to the two-class classification
problem. An important and new property of this algorithm is
that 2”/4 among the elements to constituting the vector z,
which is obtained as a solution, is zero. In other words, the
number of terms of the obtained polynomial function (the
monomial) becomes the number fewer than 3x2"~% to any
two-class classification problem to be classified into {-1, 1}.
As a result, in the case that data as a classification object is
given, a computation resource such as a memory capacity can
be controlled to be lower, and a high speed classification
become possible.

[0073] Next, an application example will be described.
FIG. 4 is a diagram for showing an example of a class clas-
sification problem. In FIG. 4, a value of a class is defined, to
which data should belong when elements X, X |, X, is given.
Since there are three elements, according to the present inven-
tion, a polynomial function constituted by amonomial having
terms fewer than six (=3x2"~?=3x2") is obtained.

[0074] 1In the case of applying the above-described algo-
rithm, the two-class classification problem is equal to obtain-
ing of z to satisfy diag(y)D*z>0. Here, y=[-1,-1,1,1,1, -1,
-1,-1]isestablished, and D is defined as a matrix having the
elements shown in the diagram of FIG. 5.

[0075] Through the processing of step S1, a vector y is
divided into y,=[-1, -1, 1, 1] and y ~[1, -1, -1, -1], and a
matrix D” is divided like the diagram shown in FIG. 6.
[0076] Through the processing of step S2, the matrixes F
and G are initialized to distribute respective rows of the
matrix D”. In other words, since (yq,, Yo, =(~1, +1) is estab-
lished, -d, is added to the matrix G. In the same way, since
(V1. V1207(=1, -1} is established, -d, is added to the matrix F,
since (V,,,, Voz)=(+1, =1) is established, d, is added to the
matrix G, and since (y5,, ¥5,)=(+1, -1) is established, d; is
added to the matrix F. As a result, the number of rows of the
matrix F, r(F) is 1, and the number of rows of the matrix G,
(G) is 3.

[0077] In order to satisfy the condition of r(G)Zr(F), the
CPU carries out the processing of step S4 to obtain a sum fof
the rows constituting the matrix F. As a result, f=(-1, 1,-1,1)
is obtained. In addition, through the processing of step S12,
reducing the matrix G, the row reduced Echelon form of G
(G") is obtained. The matrix G'is represented by the following
expression.

[Expression 14]
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100 1 [Expression 15]
G = IO 10 -1 ]
001 1

[0078] A column index is determined to be 1.=1, 2. =2,
3.=3 from this matrix G". In this case, v and [} are calculated
as follows:

V=16 =5G5505=(1,-11.3)
B=221(1,-1,1,3)GT=(-1~1,1)

[0079] Next, checking positive and negative of respective
elements of P, v and y' are obtained. Then, y and y' are
obtained, respectively, as follows: y=(2, 2, 1),and y'=(1, 1, 2).
In this case, since z=[f+v, (y+y') G] is established, respective
elements of 7 are obtained, so that z=(0, 0, 0, 4, 3, -3, -9, -3)
is established.

[0080] Inthis way, a solution of the two-class classification
problem is obtained as follows:

[Expression 16]

(X% 1,%2)==3%% 1X0=9% % = 3% ¥+ 3% +4% 1%

[0081] Inthe case of substituting the above expression with
the values of X, x|, and x,, it is clear that the definition shown
in FIG. 4 is satisfied. In addition, the number of monomials to
constitute the polynomial function p (Xq, X;, X,) is 5, and it is
clear that the number of monomials is fewer than 3x2"~2.

[Expression 17]

Second Embodiment

[0082] By using the data classification device, which has
been explained in the first embodiment, it is possible to build
an image recognition apparatus to realize character recogni-
tion and pattern recognition or the like. According to the
present embodiment, an image recognition apparatus to rec-
ognize a digital number made of 8x8 pixels will be described.
[0083] FIG. 7 is a block diagram showing an internal con-
stitution of an image recognition apparatus according to the
present embodiment. An image recognition apparatus 200 is
provided with an image input unit 201, a preparation unit 202,
a characteristic vector extracting unit 203, a mode discrimi-
nation unit 204, a learning processing unit 205, and an image
determination unit 206.

[0084] The image input unit 201 is an input device such as
a scanner, which optically reads an image such as a character
and a pattern, and the image data obtained by this image input
unit 201 is outputted to the preparation unit 201.

[0085] Thepreparationunit 202 is a processing unit to carry
out the preparation of the image data, which is received from
the image input unit 201. Specifically, after smoothing the
image data and removing a noise from the image, by binariz-
ing this image data with a predetermined threshold, a binary
image is generated. Further, in the case that the inputted
image data is a monochrome image, the binarization process-
ing can be omitted.

[0086] The characteristic vector extracting unit 203
extracts a vector expressing a characteristic of an image
(hereinafter, referred to as a characteristic vector). As a
method of extracting a characteristic vector, any extraction
method may be utilized, whereby a vector having predeter-
mined number of elements can be outputted while a value of
each element is 1 or -1.

[0087] Theimage recognition apparatus 200 has a learning
mode for learning the image, which is an object of recogni-
tion, and a determination mode for realizing the image rec-
ognition with respect to the inputted image, and the image
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recognition apparatus 200 accepts the information (mode
information) for discriminating a mode from the outside. The
mode discrimination unit 204 sends a determination result to
the characteristic vector extracting unit 203 according to the
mode information, which is accepted from the outside.

[0088] When the determination resultof the mode discrimi-
nation unit 204 indicates the learning mode, the characteristic
vector extracting unit 203 outputs the extracted characteristic
vector as learning data to the learning processing unit 205,
and when the determination result of the mode discrimination
unit 204 indicates the determination mode, the characteristic
vector extracting unit 203 outputs the extracted characteristic
vector as test data to the learning processing unit 205.

[0089] The learning processing unit 205 decides a polyno-
mial function, which provides a solution of a two-class clas-
sification problem, by using the inputted characteristic vector.
In other words, by regarding the inputted characteristic vector
as a vector y, which is described in the first embodiment, and
carrying out computation using the above-described method,
respective coefficients of a polynomial function are obtained.
The learning processing unit 205 notifies the image determi-
nation unit 206 of the decided polynomial function as a learn-
ing result.

[0090] On the other hand, the image determination unit 206
carries out the image recognition by substituting the polyno-
mial function, which is decided by the learning processing
unit 205, with the characteristic vector, which is extracted
from the newly inputted image. In the case that the inputted
image is determined to be an image of an object of recogni-
tion, the polynomial function outputs “1”, and in the case that
the inputted image is determined to be different from an
image of an object of recognition, the polynomial function
may output “-1”.

[0091] Hereinafter, the procedure of the processing to be
carried out by the image recognition apparatus 200 will be
described. FIG. 8 is a flow chart for explaining a procedure of
a processing to be carried out by the image recognition appa-
ratus 200. At first, the image recognition apparatus 200 may
obtain the image data through the image input unit 201 (step
S21)to carry out the preparation (step S22). F1G. 9 1s a pattern
diagram showing an example of image data to be obtained by
the image recognition apparatus 200. This example is a two-
dimensional image showing a number “4”, which is consti-
tuted by 8 pixelsx8 pixels, and each pixel is binarized.

[0092] Next, the characteristic vector extracting unit 203 of
the image recognition apparatus—200 extracts the character-
istic vector (step S23). As an extraction method of the char-
acteristic vector, an existing method can be used. According
to the present embodiment, the extraction method for output-
ting the characteristic vector of 10 bits having 1 or -1 as an
element to the above-described image made of 8 pixelsx8
pixels is utilized.

[0093] Then, the characteristic vector extracting unit 203
may determine if the mode is a learning mode or not on the
basis of the determination result of the mode discrimination
unit 204 (step S24). In the case the mode is the learning mode
(S24: YES), the polynomial function is derived (step S25).
For deriving the polynomial function, by preparing a plurality
of images as a recognition object, it is possible to improve an
accuracy of recognition. For example, in the case that the
image of the number “4” is defined to be a recognition object,
images as shown by a pattern diagram of FIG. 10 are prepared
as the learning data. By applying the method according to the
first embodiment, it is possible to decide the polynomial
function which can give a solution of the two-class classifi-
cation problem.
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[0094] 1In the case that the characteristic vector extracting
unit 203 determines that the mode is not a learning mode in
step 24 (S24: NO), the image recognition apparatus 200 car-
ries out image recognition by the image determination unit
206 (step S26). However, it is necessary to decide the poly-
nomial function of step S25 prior to the image recognition.
The image recognition is carried out by substituting the poly-
nomial function decided by the learning processing unit 205
with the characteristic vector extracted from the newly input-
ted image. For example, when the test data shown in the
pattern diagram of FIG. 11 is inputted, it is possible to rec-
ognize the second image and the fifth image from the top of
the first column from the left can be recognized as the number
“4r,
[0095] In the case of inputting the learning data shown in
FIG. 10 and obtaining the polynomial function, according to
a conventional method, 704 pieces of monomials are needed,
whereas, when the method according to the present invention
is applied, the solution can be described by 356 pieces of
monomials. In other words, it has become clear that it is
possible to decrease the number of monomials to about 50%
or less, about half of the memory capacity can be saved, and
classification can be realized at a computing speed approxi-
mately two times faster than the normal.
[0096] Further, the present embodiment is described as an
apparatus for recognizing the image of the number “4”, how-
ever, it is obvious that the apparatus recognizes other num-
bers, other characters, and arbitrary patterns.
1. A data classification method comprising: setting a func-
tion to define binary data made of n pieces (n is an integer
number not less than 2) of elements as an input value; com-
puting the value of the function by substituting the set func-
tion with respective elements of the given binary data; and
carrying out classification of the binary data on the basis of
the value of the computed function;
wherein, a value of each element is 1 or -1; the binary data
inputted within an information processing apparatus is
defined to be an object of classification; a polynomial
fanction is set by a CPU as computing means within the
information processing apparatus so as to classify the
binary data into two classes; and a column vector a
which satisfies diag(y)D"a>0 is computed by using the
CPU, where a represents a column vector having a coef-
ficient of each term of the set polynomial function as an
element, D" represents a matrix determined on the basis
of a combination of the values taken by the respective
terms, and V represents a row vector having as an ele-
ment the value of a class to which binary data should be
classified when the binary data is given so that a poly-
nomial function having terms in a number fewer than
3x2""* is obtained.
2. (canceled)
3. A data classification device: for setting a function to
define a binary data made of n pieces (n is an integer number
not less than 2) of elements as an input value; computing the
value of the function by substituting the set function with
respective elements of the given binary data; and carrying out
classification of the binary data on the basis of the value of the
computed function; comprising:
means for accepting binary data in which a value of each
elementis 1 or -1;

means for setting a polynomial function by using a CPU as
a computing device so as to classify the binary data into
two classes; and

means for computing a column vector a which satisfies

diag(y)D"a>0 by using the CPU, where a represents a
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column vector having a coefficient of each term of the set
polynomial function as an element, D" represents a
matrix determined on the basis of a combination of the
values taken by the respective terms is D”, and V repre-
sents a row vector having as an element the value of a
class to which binary data should be classified when the
binary data is given,

wherein, by these means, a polynomial function having
terms in a number fewer than 3x2”~ is obtained.

4. (canceled)

5. A computer program, which allows a computer to set a
function to define binary data made of n pieces (n is an integer
number not less than 2) of elements as an input value; and to
compute the value of the function by substituting the set
function with respective elements of the given binary data;
and to carry out classification of the binary data on the basis
of the value of the computed function; comprising a step of:

allowing the computer to compute a column vector a which

satisfies diag(y)D"a>0 by using a CPU as computing
means within the computer, where arepresents a column
vector having a coefficient of each term of the set poly-
nomial function as an element, D" represents a matrix
determined on the basis of a combination of the values
taken by the respective terms, and y represents a row
vector having as an element the value of a class to which
binary data whose elements have a value of 1 or -1
should be classified when the binary data is inputted in
the computer; and

allowing the computer to set a polynomial function having

terms in a number fewer than 3x2"~2, by using the CPU
so as to classify the binary data into two classes by using
the column vector a, which is computed by the above
step.

6. (canceled)

7. A computer readable storage medium storing a computer
program which allows a computer to set a function to define
a binary data made of n pieces (n is an integer number not less
than 2) of elements as an input value; and to compute the
value of the function by substituting the set function with the
respective elements of the given binary data; and to carry out
classification of the binary data on the basis of the value of the
computed function;

wherein the storage medium stores a computer program,

comprising a step of:

allowing a computer to compute a column vector a which

satisfies diag(y)D"a>0 by using a CPU as a computing
device within the computer, where a represents a column
vector having a coefficient of each term of the set poly-
nomial function as an element, D" represents a matrix
determined on the basis of a combination of the values
taken by the respective terms, and y represents a row
vector having as an element the value a class to which
binary data whose elements have a value of 1 or -1
should be classified when the binary data is inputted in
the computer, and

allowing the computer to set a polynomial function having

terms in a number fewer than 3x2"~2, by using the CPU
so as to classification the binary data into two classes by
using the column vector a, which is computed by the
above step.

8. (canceled)



