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QUESTION ANSWERING METHOD AND SYSTEM
BACKGROUND OF THE INVENTION
FIELD OF THE INVENTION
0 The present invention relates to a question answering method and system
capable of outputting an answer to a question sentence input by a user, a
program, and a recording medium therefore.
DESCRIPTION OF THE RELATED ART

0 The recent prevalence of the Internet allows users to search desired web pages
to get desired information using a search engine. In searching web pages for
desired information using a search engine, particularly, when a user inputs
keywords as a query, web pages having snippets relevant to the keywords are
automatically extracted and are displayed as a retrieval list. The user can
access a desired web site selected from a list of web pages shown in the
retrieval list to thereby acquire desired information.

0 The web site search methods available at present require that a user should
find out a proper web site containing desired information by sequentially
accessing web pages listed in the list of web pages shown in a retrieval list.
This increases the user®s burden and takes a longer time for the search.

O Accordingly, there is a demand of a question answering system which allows

a user to input desired information in the form of a natural language sentence
and directly outputs an answer to the question sentence instead of displaying a
retrieval list through a search engine. In this respect, researches on such
question answering systems have been made conventionally.

0 The conventional question answering systems can be classified into four
categories. First, the retrieval-based model selects a correct answer from
candidate answers based on the distance indicating a similarity between a
candidate and all keywords in a question sentence. This model cannot provide
the correct answer, however, if the question and answer-bearing sentences do not
match on the surface.

0 The pattern-based model classifies a question sentence into predefined
categories, and then extracts the correct answer by using answer patterns
learned offline. While the pattern-based model can obtain high precision for
some predefined types of questions, the model has a difficulty in defining
question types in advance for open-domain question answering. That is, this
model is not suitable for all types of questions.

0 The deep NLP (Natural Language Processing)-based model usually parses a user
question to transform each sentence equivalent to an answer into a semantic
representation, and then provides a semantically matched sentence as the answer.
This model, which has performed very well as TREC (Text REtrieval Conference)
workshops, heavily depends on high-performance NLP tools. This leads to time
consuming processing and a non-negligible intensive labor.

O Finally, the machine learning-based model has also been studied (see Jun
Suzuki, Yutaka Sasaki, Eisaku Maeda. SVM Answer Selection for Open-Domain
Question Answering, In Proc. of Coling-2002, pp 974-980 (2002)), but its
availability has not been established yet.

0 These techniques suffer, however, from the problem of requiring an adequate
number of hand-tagged question-answer training pairs. It is too expensive

and labor intensive to collect such training pairs for supervised machine
learning techniques.
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SUMMARY OF THE INVENTION
0 Accordingly, the present invention has been worked out to cope with the
situations, and it is an object of the present invention to provide a question
answering method and system capable of improving the performance ranking of an
answer, and a program and a recording medium therefor.
0 A question answering method according to the present invention includes a
question parse step of specifying a keyword and an answer type which defines a
type of a question from words constituting a question sentence input by a user;
a retrieval step of retrieving web pages relevant to the keyword
extracted in the question parse step using the keyword as a query; a candidate
answer extraction step of sequentially extracting candidate answers based on the
answer type from the web pages retrieved in the retrieval step; a clustering
step of assigning the candidate-bearing snippets into the clusters according to
the candidate answers extracted in the candidate answer extraction step, and
using a result of assignment as training data; and a classification step of
classifying the clusters by analyzing the training data, parsing the question
sentence under a same analysis condition as used in analyzing the training data,
sequentially extracting clusters having a highest similarity to a result of
parsing the question sentence, and using the extracted clusters as an answer.
0 A question answering system according to the present invention includes
question parse means that specifies a keyword and an answer type which defines a
type of a question from words constituting a question sentence input by a user;
retrieval means that retrieves web pages relevant to the keyword
extracted by the question parse means using the keyword as a query; candidate
answer extraction means that sequentially extracts candidate answers based on
the answer type from the web pages retrieved by the retrieval means;
clustering means that assigns the candidate-bearing snippets into the clusters
according to the candidate answers extracted by the candidate answer extraction
means, and uses a result of assignment as training data; and classification
means that classifies the clusters by analyzing the training data, parses the
question sentence under a same analysis condition as used in analyzing the
training data, sequentially extracts clusters having a highest similarity to a
result of parsing the question sentence, and uses the extracted clusters as an
answer .
0 A program according to the present invention allows a computer to execute a
question parse step of specifying a keyword and an answer type which defines a
type of a question from words constituting a question sentence input by a user;
a retrieval step of retrieving web pages relevant to the keyword
extracted in the question parse step using the keyword as a query; a candidate
answer extraction step of sequentially extracting candidate answers based on the
answer type from the web pages retrieved in the retrieval step; a
clustering step of assigning the candidate-bearing snippets into the clusters
according to the candidate answers extracted in the candidate answer extraction
step, and using a result of assignment as training data; and a classification
step of classifying the clusters by analyzing the training data, parsing the
question sentence under a same analysis condition as used in analyzing the
training data, sequentially extracting clusters having a highest similarity to a
result of parsing the question sentence, and using the extracted clusters as an
answer .
BRIEF DESCRIPTION OF THE DRAWINGS
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O Fig- 1 is a diagram showing an example of the configuration of a question
answering system to which the present invention is adapted; and
0 Fig-. 2 is a flowchart illustrating process procedures of the question
answering system according to the invention.
DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENT
0 A question answering system capable of outputting an answer to a question
sentence input by a user as a preferred embodiment of the present invention will
now be described in detail referring to the accompanying drawings.
0 As shown in Fig. 1, a question answering system 1 according to the
invention includes a user terminal device 11 each of which is operated by a user
who Inputs a question sentence, a web server 13 which can be accessed by the
user terminal devices 11 over a communication network 12, and a control
apparatus 14 which controls the web server 13.
O A personal computer (PC) or the like, for example, is used as the user
terminal device 11. The user terminal device 11 has an operation section
including a mouse and a keyboard or the like for inputting a question sentence,
and a display section, which is, for example, a liquid crystal display, to
present information to the user. Upon reception of a question sentence input by
the user, the user terminal device 11 sends the question sentence to the
control apparatus 14 over the communication network 12.
0 The communication network 12 is the Internet to which the web server 13 and
the user terminal devices 11 are connected by telephone circuits, as well as
public communication networks like ISDN (Integrated Services Digital Network)/B
(Broadband)-1SDN which is connected to a TA/modem.
0 The control apparatus 14 is likewise constituted by a computer, and has a
CPU (Central Processing Unit), a memory, a Ffixed disk, and a communication
interface. The CPU, the memory and the fixed disk are connected to one another
by a bus. The communication interface ensures transmission and reception of
information to and from the user terminal devices 11 over the communication
network 12. Actually, a program for achieving the question answering system 1
according to the invention is installed in the fixed disk or the like in the
control apparatus 14. The program can be realized as one recorded in another
recording medium such as CD-ROM.
0 Upon reception of a question sentence from the user terminal device 11 over
the communication network 12, the control apparatus 14 accesses the web server
13, executes processes (to be described later) to create an answer to the
question sentence, and sends the answer to the user terminal device 11 over the
communication network 12. The user terminal device 11 displays the sent answer
on the display section comprised of a liquid crystal display.
0 The operation of the question answering system 1 according to the invention
will be described next.
0 Fig. 2 shows a flowchart for achieving the question answering system 1.
First, a question sentence input by a user is accepted in step S1. Because
the invention is intended to realize open-domain question answering, a user
naturally writes the contents of a question into a sentence without being
dominated by the language and the input format, and inputs the sentence. This
eliminates the need for particularly complicated rules for the contents to be
input by the user, or a high-precision special language analysis technique.
0 The question sentence consists of a set of keywords to be a query for
searching documents, and an answer type which defines the type of the question.
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When a question sentence "when did the submarine sink?" is input, for example,
keywords are "‘submarine'™ and "sink' while the answer type is equivalent to
"when'. That is, the keywords are words that define nouns, verbs, etc.
contained in the question sentence, and the answer type indicates a category,
such as time, place, subject or quantity, the user actually wants to know. And
So this step S2 is extracting the keywords from the question and identifying
the answer type of the question according to the interrogative words.
0 Next, the Flow proceeds to step S2 where with the keywords extracted in
the step S1 being a query, web pages relevant to the keywords are
retrieved. As a result, web pages relevant to the keywords are
sequentially retrieved in the step S1. |In the step S2, retrieval may be
executed based on, for example, the descriptions of snippets of the search
engine. When the aforementioned question sentence is input, web pages
relevant to the keywords 'submarine'™ and "sink' are sequentially retrieved in
the step S2.
0 The flow then proceeds to step S3 where candidate answers are
sequentially retrieved from the individual web pages retrieved in the
step S2 based on the answer type. That is, as one of time, place, subject,
quantity, etc. has been extracted as the answer type in the step S1, candidate a
nswers relevant to the answer type are to be extracted. In the step S3,
candidate answers may be extracted from, for example, the descriptions of
snippets of the search engine. When the aforementioned question sentence is
input, candidate answers are extracted based on the answer type representing the
time equivalent to “when'.
0 Then, the flow proceeds to step S4 to perform clustering. The clustering
assigns the candidate-bearing snippets into the clusters according to the
candidate answers extracted in the candidate answer extraction step, and using a
result of assignment as training data. The web snippets containing the same
candidate answer are regarded as aligned snippets, and thus belong to the same
cluster,and using the result of assignment as the training data of the
classification step.

Specifically, n candidate answers {c,, C,, --., C,} are extracted from top m
snippets {s;, S, ---, Sypy Oof the search engine. Each of those snippets has
candidate answers {c;} and at least one question keyword {q;}- The snippets {s;
, Ss, ---, Spy are assigned to n clusters {C;, C,, ..., C,} by clustering of the

web search results.

O IT a snippet has L different candidate answers, the snippet is assigned to

L different clusters. |If candidate answers of different snippets are identical,
those snippets are assigned to the same cluster.

O Finally, the cluster {C;} is determined by the number of candidate answers
{c;}- The cluster name of the cluster C; is based on the candidate answers c;.
The clustered candidate answers c; become the training data.

0 Next, the flow proceeds to step S15 where the training data is analyzed to
classify the clusters. The training step S5 is extracting three types of
features from the training data to construct the training vectors, and thus to
train a SVM classifier.

The flow then proceeds to step S6 to analyze the training data and parse the
question sentence under the same analysis condition as used in analyzing the
training data, sequentially extract clusters which are most likely the result of

parsing the question sentence, and use the extracted clusters as an answer. The
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classification step S6 is classifying the user®s question into one of the
clusters by using the test vector which is parsed from the user question, and
assuming the name of the question®s cluster as the answer to the question.
In the step S5 and S6, clusters which are most likely the result of parsing the
question sentence may be extracted sequentially by using the SVM (Support
Vector Machine).
0 In the step S5 and S6, clusters which are most likely the result of parsing
the question sentence may be extracted sequentially based on an SBFS
(similarity-based feature set) indicating a word overlap between the training
data and the question sentence, a BMFS (Boolean match-based feature set)
indicating Boolean matches between the training data and the question sentence,
and a WWFS (window-based word feature set) indicating a similarity between a
string of characters including characters preceding and following a candidate
answer constituting the training data and the question sentence.
0 The SBFS may be based on at least one of a percentage of matched keywords,
a percentage of mismatched keywords, a percentage of matched bi-grams of
keywords, a percentage of matched thesauruses, and a normalized distance between
candidate and keywords.
0 The BMFS may be based on at least one of whether person names are matched
or not, location names are matched or not, organization names are matched or not
, time words are matched or not, number words are matched or not, a root verb is
matched or not, a candidate has or does not have bi-gram in snippet matching bi
-gram in question, and a candidate has or does not have a desired named entity
type.
0 The WWFS may be weighted with the following ISF value.
O ISF(wW;,C3)=(N(w;,C3)+0.5)/(N(w3)+0.5)
where N(w;) is the total number of snippets in a web site containing a word
feature wj, and N(w;,C;) is the number of snippets in a cluster C; containing
the word feature w;.
O Finally, the U-SVM display the answer actually obtained in the process on
the display section of the user terminal device 11.
0 The effects of the question answering system 1 of the invention will be
described.
0 In the invention, the U-SVM was validated in terms of Chinese web question
answering (QA) using three test data sets, CTREC04, CTRECO5 and CTESTO5.
CTRECO4 is a set of 178 Chinese questions translated from TREC 2004 FACTOID
testing questions. CTRECO5 is a set of 279 Chinese questions translated from
TREC 2005 FACTOID testing questions. CTESTO5 is a set of 178 Chinese questions
that are similar to TREC testing questions except that they are written in
Chinese.
0 The experimental results were evaluated in terms of three scores, top_1,
top_5 and mrr_5. The top_1 indicates the rate at which the correct answer is
included in the top 1 answer. The top_5 indicates the rate at which at least
one correct answer is iIncluded in the top 1 answer. The mrr_5 indicates the
average reciprocal rank (1/n) of the highest rank n (n5) of a correct answer to
each question.
0 Table 1 shows the evaluation items (top_1, top_5, mrr_5) acquired by
analyzing the individual data sets (CTREC04, CTRECO5, CTESTO5) using the U-SVM.
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TABLE.1

TRECO4 | TRECO5 | Test05
top_1 | 60.82% | 57.33% | 59.09%
mrr_5 | 71.31% | 65.61% | 67.34%
top_5 | 88.66% | 80.00% | 81.82%

0 Table 2 shows the comparative performances of the evaluation items (top_1,
top_5, mrr_5) acquired by analyzing CTrec0O4 and CTrecO5 test data using the U-
SVM and the Retrieval-M.

TABLE.2

Retrieval-M| U-SVM
top_1 27. 84% 53. 61%
Ctrec04| mrr_5 43.67% 66. 25%
top_b 71.13% 88. 66%
top_1 34. 00% 50. 00%
Ctrec05| mrr_5 48. 20% 62. 38%
top_5 71. 33% 82.67%

0 To compare performances of the U-SVM with the Pattern-M and the S-SVM,
evaluation was carried out using the CTESTO5 data set. Table 3 shows the
comparative performances of the evaluation items (top_1, mrr_5) acquired by
analyzing CTESTO5 using the U-SVM, Pattern-M and S-SVM models.
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TABLE.3

S-SVM |Pattern-M| U-SVM
top_1 | 44.89% | 53.14% | 59.09%
mrr_5 | 56.49% | 61.28% | 67.34%
top 5 | 74.43% | 73.14% | 81.82%

0 From the results shown in Tables 1 to 3, it follows that the performance
ranking of the individual models was: U-SVM > Pattern-M > S-SVM > Retrieval-M.
0 In other words, the invention can improve the performance ranking for

answers are extracted based on the flow shown in Fig. 2.

What is claimed is:

0 1. A question answering method comprising:

0 a question parse step of specifying a keyword and an answer type which

defines a type of a question from words constituting a question sentence input
by a user;

0 a retrieval step of retrieving web pages relevant to the keyword

extracted in the question parse step using the keyword as a query;

0 a candidate answer extraction step of sequentially extracting candidate
answers based on the answer type from the web pages retrieved in the

retrieval step;

0 a clustering step of assigning the candidate-bearing snippets into the
clusters according to the candidate answers extracted in the candidate answer
extraction step, and using a result of assignment as training data; and

O a classification step of classifying the clusters by analyzing the training
data, parsing the question sentence under a same analysis condition as used in
analyzing the training data, sequentially extracting clusters having a highest
similarity to a result of parsing the question sentence, and using the extracted
clusters as an answer.

0 2. The question answering method according to claim 1, wherein the
classification step sequentially extracts clusters having a highest similarity
to the result of parsing the question sentence by using a SVM (Support Vector
Machine).

0 3. The question answering method according to claim 1 or 2, wherein the
classification step sequentially extracts clusters having a highest similarity
to the result of parsing the question sentence based on an SBFS (similarity-
based feature set) indicating a word overlap between the training data and the
question sentence, a BMFS (Boolean match-based feature set) indicating Boolean
matches between the training data and the question sentence, and a WWFS (window-
based word feature set) indicating a similarity between a string of characters
including characters preceding and following a candidate answer constituting the
training data and the question sentence.

0 4. The question answering method according to claim 3, wherein the SBFS is
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based on at least one of a percentage of matched keywords, a percentage of
mismatched keywords, a percentage of matched bi-grams of keywords, a percentage
of matched thesauruses, and a normalized distance between candidate and
keywords, the BMFS is based on at least one of whether person names are matched
or not, location names are matched or not, organization names are matched or not
,time words are matched or not, number words are matched or not, a root verb is
matched or not, a candidate has or does not have bi-gram in snippet matching bi-
gram in question, and a candidate has or does not have a desired named entity
type, and

0 the WWFS is weighted with an ISF value given by

O ISF(W;,C3)=(N(w;,C3)+0.5)/(N(w;)+0.5)

where N(w;) is the total number of snippets in a web site containing a word
feature wy, and N(w;,C;) is the number of snippets in a cluster C; containing
the word feature w;.

0 5. A question answering system comprising:

0 question parse means that specifies a keyword and an answer type which
defines a type of a question from words constituting a question sentence input
by a user;

0 retrieval means that retrieves web pages relevant to the keyword

extracted by the question parse means using the keyword as a query;

0 candidate answer extraction means that sequentially extracts candidate
answers based on the answer type from the web pages retrieved by the

retrieval means;

O clustering means that assigns the candidate-bearing snippets into the
clusters according to the candidate answers extracted by the candidate answer
extraction means, and uses a result of assignment as training data; and

O classification means that classifies the clusters by analyzing the training
data, parses the question sentence under a same analysis condition as used in
analyzing the training data, sequentially extracts clusters having a highest
similarity to a result of parsing the question sentence, and uses the extracted
clusters as an answer.

0 6. The question answering system according to claim 5, wherein the
classification means sequentially extracts clusters having a highest similarity
to the result of parsing the question sentence by using a SVM (Support Vector
Machine).

0 7. The question answering system according to claim 5 or 6, wherein the
classification means sequentially extracts clusters having a highest similarity
to the result of parsing the question sentence based on an SBFS (similarity-
based feature set) indicating a word overlap between the training data and the
question sentence, a BMFS (Boolean match-based feature set) indicating Boolean
matches between the training data and the question sentence, and a WWFS (window-
based word feature set) indicating a similarity between a string of characters
including characters preceding and following a candidate answer constituting the
training data and the question sentence.

0 8. The question answering system according to claim 7, wherein the
classification means sets the SBFS based on at least one of a percentage of
matched keywords, a percentage of mismatched keywords, a percentage of matched
bi-grams of keywords, a percentage of matched thesauruses, and a normalized
distance between candidate and keywords,

0 sets the BMFS based on at least one of whether person names are matched or
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not, location names are matched or not, organization names are matched or not,
time words are matched or not, number words are matched or not, a root verb is
matched or not, a candidate has or does not have bi-gram iIn snippet matching bi-
gram in question, and a candidate has or does not have a desired named entity
type, and

0 weights the WWFS with an ISF value given by

0 ISF(w;5.C3)=(N(w;,C;)+0.5)/(N(w;)+0.5)

where N(w;) is the total number of snippets in a web site containing a word

feature wy, and N(w;,C;) is the number of snippets in a cluster C; containing
the word feature w;.
0 9. The question answering system according to any one of claims 5 to 8,

Ffurther comprising a control apparatus including the question parse means, the
retrieval means, the candidate answer extraction means, the clustering means,

and the classification means, and a plurality of user terminal devices capable

of transmitting and receiving information to and from the control apparatus over
a communication network,

O wherein each of the user terminal devices accepts the question sentence

input by the user, transmits the question sentence to the question parse means
in the control apparatus over the communication network, receives the answer

output from the classification means in the control apparatus over the

communication network, and presents the answer to the user.

0 10. A program that allows a computer to execute:

0 a question parse step of specifying a keyword and an answer type which

defines a type of a question from words constituting a question sentence input
by a user;

0 a retrieval step of retrieving web pages relevant to the keyword

extracted in the question parse step using the keyword as a query;

0 a candidate answer extraction step of sequentially extracting candidate

answers based on the answer type from the web pages retrieved in the

retrieval step;

0 a clustering step of assigning the candidate-bearing snippets into the
clusters according to the candidate answers extracted in the candidate answer
extraction step, and using a result of assignment as training data; and

O a classification step of classifying the clusters by analyzing the training
data, parsing the question sentence under a same analysis condition as used in
analyzing the training data, sequentially extracting clusters having a highest
similarity to a result of parsing the question sentence, and using the extracted
clusters as an answer.

0 11. The program according to claim 10, wherein the classification step
sequentially extracts clusters having a highest similarity to the result of
parsing the question sentence by using a SVM (Support Vector Machine).

0 12. The program according to claim 10 or 11, wherein the classification

step sequentially extracts clusters having a highest similarity to the result of
parsing the question sentence based on an SBFS (similarity-based feature set)
indicating a word overlap between the training data and the question sentence, a
BMFS (Boolean match-based feature set) indicating Boolean matches between the
training data and the question sentence, and a WWFS (window-based word feature
set) indicating a similarity between a string of characters including characters
preceding and following a candidate answer constituting the training data and
the question sentence.
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0 13. The program according to claim 12, wherein the SBFS is based on at
least one of a percentage of matched keywords, a percentage of mismatched
keywords, a percentage of matched bi-grams of keywords, a percentage of matched
the sauruses, and a normalized distance between candidate and keywords,
0 the BMFS is based on at least one of whether person names are matched or
not, location names are matched or not, organization names are matched or not,
time words are matched or not, number words are matched or not, a root verb is
matched or not, a candidate has or does not have bi-gram in snippet matching bi-
gram in question, and a candidate has or does not have a desired named entity
type, and
0 the WWFS is weighted with an ISF value given by
O ISF(W;,C3)=(N(w;,C3)+0.5)/(N(w3)+0.5)
where N(w;) is the total number of snippets in a web site containing a word
feature wy, and N(w;,C;) is the number of snippets in a cluster C; containing
the word feature w;.
0 14. A recording medium recording the program as set forth in any one of
claims 10 to 13.

ABSTRACT OF THE DISCLOSURE

O Disclosed is an open-domain question answering method and system which
improve the performance ranking of an answer. The method includes a question
parse step of specifying a keyword and an answer type which defines the type of
a question, a retrieval step of retrieving web pages relevant to the
extracted keyword using the keyword as a query, a candidate answer extraction
step of sequentially extracting candidate answers based on the answer type, a
clustering step of assigning the candidate-bearing snippets into the clusters
according to the candidate answers extracted in the candidate answer extraction
step, and using a result of assignment as training data, and a classification
step of classifying the clusters by analyzing the training data, parsing the
question sentence under a same analysis condition as used in analyzing the
training data, sequentially extracting clusters having a highest similarity to
the result of parsing the question sentence, and using the extracted clusters as
an answer .
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